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Natural language processing has proven one of the most successful branches of machine learn-
ing. From machine translation to intent detection, there exist many algorithms able to solve di-
verse industry problems[1]. These methods usually rely on a distributional approach, using high
dimensional word vectors and statistics to read the meaning of corpora and solve specific tasks.
Quantum computing can offer a different solution, where not only the distribution of words is ac-
counted, but also their relation, in a more similar way to how we understand language[2]. The
structure of entanglement in quantum mechanics is similar to that of a pregroup grammar within
compact closed category theory[3]. In that sense, parts of speech are mapped to categories,
and we can make an analogy to the Hilbert space where quantum states live. Words are then
composed using tensor products to form sentences, in the same way qubits can be tensorized
to create many-body quantum systems. These systems can be then implemented in quantum
computers, and we can train NLP models using hybrid classical-quantum algorithms within the
capabilities of NISQ devices[4]. Sentences are represented by tensor states after applying some
contractions, and techniques of many body physics can be applied. Applicability of this approach
to more complex NLP algorithms like the Transformer is also considered.
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Figure 1: a) The tensor state representing a sentence with the contracted legs. The dimensionality
of the resulting state is given by s. b) A ket representation in the diagrammatic and circuit forms. c)
A cup represents the contraction of categories within the sentences, and in a circuit representation
it is similar to the quantum teleportation protocol.
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